Causality

The primary goal of the epidemiologist is to identify those factors that have a causal impact on development or prevention of a health outcome, thereby providing a target for prevention and intervention. At first glance, causality may appear to be a relatively simple concept to define. However, adequately distinguishing causal agents from non-causal agents is not an easy task from an epidemiologic perspective. Unfortunately, there is no elementary parameter that can be measured to provide a definitive answer when determining causality. Rather, there are a series of criteria that have been developed and refined over the years that now serve as the guideline for causal inference. The most important point to remember is that causality is not determined by any one factor, rather it is a conclusion built on the preponderance of the evidence.

Epidemiologist Austin Bradford Hill is credited with identifying the nine factors that constitute the current standard for determining causality (1965). In his article, Hill expanded upon criteria that had previously been set forth in the report Smoking and Health (1964) by the United States Surgeon General. Below is a discussion of the nine criteria defined by Hill to be utilized in the determination of causality.

It is important to note that satisfying these criteria may lend support for causality, but failing to meet some criteria does not necessarily provide evidence against causality, either.

Hill’s causal criteria should be viewed as guidelines, not as a “checklist” that must be satisfied for a causal relationship to exist.

Hill’s causal criteria

Strength of association

Strength of association between the exposure of interest and the outcome is most commonly measured via risk ratios, rate ratios, or odds ratios. Hill believed that causal relationships were more likely to demonstrate strong associations than were non-causal agents. Smoking and lung cancer is a perfect example where risk ratios, rate ratios, and odds ratios are in the 20 to 40 range when comparing smokers to non-smokers. However, weak associations as demonstrated by the risk ratio, rate ratio, or odds ratio should not be taken as an indication of non-causality. This is particularly true when the outcome of interest is common.

An example of a common outcome that exhibits a weak association to smoking is cardiovascular disease (CVD). Yet even with a weak association, evidence supports the casual nature between smoking and the development of CVD. Furthermore, one should not assume that a strong association alone is indicative of causality, as the presence of strong confounding may erroneously lead to a strong causal association.

Consistency of data

This tenant refers to the reproducibility of results in various populations and situations.
Consistency is generally utilized to rule out other explanations for the development of a given outcome. It should also be noted that a lack of consistency does not negate a causal association as some causal agents are causal only in the presence of other co-factors. In general, the greater the consistency, the more likely a causal association.

Specificity
This criterion has been proven to be invalid in a number of instances, with smoking being the primary example. Evidence clearly demonstrates that smoking does not lead solely to lung carcinogenesis but to a myriad of other clinical disorders ranging from emphysema to heart disease. On the other hand, there are certain situations where a 1 to 1 relationship exists, such as with certain pathogens which are necessary to produce a specific disease. Tuberculosis is a good example.

Temporality
This criterion has been identified as being the most likely to be the sine qua non for causality, i.e. it is absolutely essential. For an agent to be causal, its presence must precede the development of the outcome. Lack of temporality rules out causality. An example found in the literature is the relationship between atrial fibrillation (AF) and pulmonary embolism. Current wisdom supports that pulmonary embolism causes atrial fibrillation, however more recent evidence and plausible biological hypothesis suggest that the reverse could be true. Determining the proper course of care may hinge upon discovering if pulmonary emboli can indeed precede and thus perhaps cause the development of atrial fibrillation.

Dose-response
The presence of a dose-response relationship between an exposure and outcome provides good evidence for a causal relationship; however, its absence should not be taken as evidence against such a relationship. Some diseases or health outcomes do not display a dose-response relationship with a causal exposure. They may demonstrate a threshold association where a given level of exposure is required for disease or health outcome initiation, and any additional exposure does not affect the outcome.

Biological plausibility
Support for this criterion is generally garnered in the basic science laboratory. It is not unusual for epidemiological conclusions to be reached in the absence of evidence from the laboratory, particularly in situations where the epidemiological results are the first evidence of a relationship between an exposure and an outcome. However, one can further support a causal relationship with the addition of a reasonable biological mode of action, even though basic science data may not yet be available.

Coherence
This term represents the idea that, for a causal association to be supported, any new data should not be in opposition to the current evidence, that is, providing evidence against causality. However, one should be cautious in making definite conclusions regarding causation, since it is possible that conflicting information is incorrect or highly biased.

Experimental evidence
Today's understanding of Hill's criteria of experimental evidence results from many areas: the laboratory, epidemiological studies, and preventive and clinical trials. Ideally, epidemiologists would like experimental evidence obtained from a well-controlled study, specifically randomized trials. These types of studies can support causality by demonstrating that "altering the cause alters the effect".

Analogy
This is perhaps one of the weaker of the criteria in that analogy is speculative in nature and is dependent upon the subjective opinion of the researcher. An example of an analogy is that while infection may cause a fever, not all fevers are due to infection. Absence of analogies should not be taken as evidence against causation.

Other considerations
In addition to assessing the components of Hill's list, it is also critically important to have a thorough understanding of the literature to determine if any other plausible explanations have been considered and tested previously.

Additional models for causality
In addition to Hill's guidelines for causality, several recent models for understanding causality have been developed. These include Kenneth Rothman's component cause theory, counterfactual models, and directed acyclic graphs. We provide brief descriptions below but refer you to the suggested readings section for more information.

Component causes
Kenneth Rothman described the circumstances leading to a health outcome as being parts of one pie chart, or a "causal pie." Without each component in place, the disease or health outcome would not have occurred at that specific point in time.
one group that is exposed and another that is unexposed – it is possible to estimate that very counterfactual situation on a group level. Many statistical modeling programs that adjust for potential confounders are modeling a counterfactual scenario to produce a less biased measure of association.

Directed acyclic graphs (DAGs)

DAGs are one method used to create a conceptual diagram that maps the relationships between the main exposure, outcome of interest, and all potential confounders for a given study. Through a DAG analysis, specific rules are followed to determine if confounding might be present for a given research question. Once confounders have been identified and adjusted for, a less biased measure of association can be obtained.

Example

If you were to slip on an icy sidewalk and break your wrist, there may be a number of factors that contributed to that outcome. First, the fall directly leads to a broken wrist, and this was a necessary component of the outcome. However, which factors led to you walking on the ice and having a fall in the first place, and what other factors influenced your broken wrist? Maybe you were wearing poor footwear and were tugged by your dog who was chasing a squirrel. Maybe you didn’t receive enough calcium in your diet, developed osteoporosis, and the fall would not have broken your wrist without weakened bones. Each of these components ultimately led to the outcome.

Rothman’s component causes theory is one way to consider all factors involved in the development of a health outcome.

Counterfactual models

Many statistical models that are used to adjust for confounding are based on counterfactual thinking. These models are based on comparing an exposed group of people to a fictional group of people who are exactly the same except they are unexposed to the key variable. These models try to answer the question: “If this one experience or exposure in the past did not happen to an individual, how would it impact that person’s health outcome today?” Of course, this is an impossible situation; we cannot go back in time and change an individual’s exposure status and track both outcomes over time. However, using two very similar populations of people –

Practice Questions

Answers are located at end of this notebook.

1) Researchers conducted a cohort study of the association between air pollution and asthma. The rate ratio was 8.0, when comparing those exposed to high levels of air pollution with those exposed to low levels of air pollution. Which of the following issues should the researchers consider when making their study conclusions and when thinking about causality? Choose all that apply.

a) The rate ratio of 8.0 indicates a strong association, which lends support for causality
b) Strong confounding may actually be causing the strong association seen
c) Other studies of the same exposure–health outcome association reported rate ratios in the range of 1.5-3.0, less than the rate ratio of 8.0 seen in this study
d) The temporal sequence of the exposure and outcome should be known in order to draw accurate conclusions
2) Considering the component causes model of causality developed by Kenneth Rothman, which of the following factors may play a role in the cause of a car accident? Choose all that apply.

a) The road conditions
b) The condition of the car
c) The amount of sleep that the driver of the car got the previous night
d) The level of distraction of the driver
e) The driver’s overall health
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Answers to Practice Questions

1) All answer choices are correct. When making their study conclusions and considering causality, the researchers would need to consider all of the issues listed here as well as additional issues. It is true that a rate ratio of 8.0 indicates a strong association. Such a large rate ratio would lend support for causality if this rate ratio is indeed correct. However, if strong confounding is present in a study then a strong association may actually be seen in error so the researchers would need to consider the presence of and extent of confounding. It would also be important for the researchers to consider previous studies of the same exposure—health outcome association. If all previous literature had reported rate ratios in the range of only 1.5-3.0, then the researchers would want to be especially careful in determining if their results were really accurate and non-biased. Finally, the timing of the exposure would also be important to consider. Temporality is a key criterion because, for a relationship to be causal, the exposure must precede the outcome. The researchers would have needed to carefully set up their study to ensure that they were studying participants who were first exposed to air pollution and then went on to develop asthma, rather than studying participants who already had asthma prior to being exposed to high levels of air pollution.

2) All answer are correct. Kenneth Rothman’s component cause theory is another way to understand causality. It is possible that a particular car accident may have occurred only because all of these factors occurred. Perhaps if even one of these factors had not occurred, the car accident would not have occurred. For example, this
fictitious car accident may have occurred on a day with wet road conditions. The car’s tires may have not been in good condition, leading to a further decrease in stopping time on wet roads. The driver may have stayed up late the previous night, leading to a slower reaction time due to not getting sufficient sleep. The driver’s reaction time might still have been quick enough to avoid the accident, however, due to holding a cup of coffee (a distraction) and due to having arthritis (a health problem), the driver was unable to react in time to steer the car away from a collision. Furthermore, chance may also have played a role in the accident. It is possible that had the driver not been on a particular portion of the road, at a particular time, that the accident would not have happened. All of these factors may have contributed in unison to lead to the occurrence of the car accident.